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1 Introduction

In the wake of the 2008 financial crisis, central bankers justified non-conventional policies in the name of potential risks of deflation (see e.g. Bernanke 2010; SNB 2011; Hartmann and Smets 2018). There is substantial disagreement however whether deflation is harmful. In fact many deflationary episodes during the 19th century appear benign (Atkeson and Kehoe 2004; Bordo and Filardo 2005; Borio et al. 2015). This paper shows if we fail to account for measurement errors in retrospectively estimated price indices, these deflationary episodes appear more benign than they actually were.

So how costly is deflation? Following Borio et al. (2015) and Eichengreen et al. (2016) I cast this question in a linear regression framework with real activity as a dependent variable and a binary deflation indicator as an independent variable.\(^1\) If this binary indicator is measured with error, OLS fails to recover the true coefficients, for two reasons. First, OLS suffers from a misclassification bias (see Aigner 1973). If we use a mismeasured price index to classify inflationary (deflationary) episodes, some of these episodes were actually associated with falling (rising) prices and therefore low (high) real activity. Second, OLS suffers from a deflator bias if the GDP deflator has similar deficiencies as the price index underlying the classification. Some of the inflation (deflation) episodes stem from positive (negative) measurement errors in the price index, which lead to negative (positive) measurement errors in real GDP growth.

I propose a strategy to resolve these biases. First, I use multiple error-ridden binary deflation indicators for the 19th century U.S. to resolve the misclassification bias. The estimator builds on Kane et al. (1999) and Black et al. (2000) who deal with misreported binary responses in survey data. Their estimator requires measurement issues in the binary indicators are unrelated.\(^2\) However, most historical price indices suffer from similar measurement problems. I therefore propose an estimator allowing for correlated measurement problems assuming the joint misclassification rates are small. To support this assumption I provide external evidence on the misclassification rates using modern replications of 19th century price indices. Second, to deal with the deflator bias, I focus the

\(^1\)The regression framework allows to quantitatively assess and resolve the bias. Similar issues arise in qualitative analyses conditional on a binary classification in deflation and inflation periods (see e.g. Friedman and Schwartz 1963, p. 96).

\(^2\)Mahajan (2006) proposes an estimator using two binary indicators allowing for correlation between the measurement errors and other regressors. Similar to Kane et al. (1999), however, the second indicator has to be uncorrelated with the measurement errors in the first.
main analysis on real activity data that does not depend on a deflator (industrial production and unemployment) and on countries with arguably well measured 19th century data (U.S. and U.K.).

I find measurement errors in historical price data bias the empirical link between real activity and deflation. Deflation is on average associated with a 2.1 pp decline in U.S. industrial production growth if we ignore measurement errors. If we use a second binary deflation indicator the shortfall amounts to −4.5 pp. If we allow for correlated measurement errors the shortfall is even larger (−7.6 pp). In addition, I find a significant shortfall in U.S. GDP growth, as well as a negative impact on U.K. industrial production, unemployment, consumption, and investment.

Why do these results differ from the existing literature? To shed some light on this question, I analyzed GDP per capita growth for eleven countries. The varying quality of the price data among these countries introduces varying degrees of the deflator bias. Indeed, there is a positive correlation between the volatility of GDP growth and the volatility of inflation. In addition, there is a positive link between the volatility of real GDP growth and the average growth rate during deflation. These patterns provide suggestive evidence for the deflator bias. If large measurement errors in prices introduce negatively correlated errors in real GDP, we overestimate growth during deflation more for those countries with more serious measurement problems.

This paper is related to studies on the real effects of deflation. Because prices frequently declined under metallic standards, most studies use 19th century data which suffer from more serious measurement problems than modern statistics (see e.g. Romer 1986a). Whether deflation is associated with lower real activity is controversial. Atkeson and Kehoe (2004), Bordo and Filardo (2005), and Borio et al. (2015) find on average over a large number of countries a weak link between real activity and deflation. Eichengreen et al. (2016) report the link becomes stronger when using wholesale prices instead of consumer prices. One explanation for the weak link is that many 19th century deflations were driven by advances in productivity (see Friedman and Schwartz 1963; Beckworth 2007). Another explanation emphasizes that the economy adapted more easily to adverse demand shocks because labor and product markets were more flexible (see Bayoumi and Eichengreen 1996, and references therein). This paper argues in favour of a third possibility: measurement errors in 19th century price data biases estimates of economic growth during deflation.

Most researchers readily acknowledge measurement errors in 19th century price data as a caveat
in their empirical work (see e.g. Barsky 1987; Benati 2008). Some studies therefore prefer relatively accurate wholesale price indices (see e.g. Barsky 1987; Cogley and Sargent 2015; Eichengreen et al. 2016). Others examine the robustness of the results using alternative price indices (see Margo 2000, ch. 2). I argue that all 19th century price indices are imperfect measures. Therefore, we can jointly exploit these indices to improve estimates of economic growth during deflation.

The paper is also related to Romer (1986a,b), Allen (1992), and Hanes (1998). They apply 19th century methodologies to modern data to assess the properties and consequences of mismeasured historical statistics. Based on these modern replications, Cogley and Sargent (2015) exploit the overlap between modern data and modern replication to control for persistent measurement errors in historical estimates of trend inflation. Similarly, I estimate the misclassification rate for modern data to control for measurement errors in a historical analysis. This strategy is inspired by a microeconometric literature using external information from validation surveys to assess and control for measurement errors. For example, Card (1996) uses external information from a 1977 validation study to fix the misclassification rate in reported union status in an analysis of wages from 1987–1988. Also, Bound and Krueger (1991) use an earnings survey matched with administrative data to examine the severity and properties of reporting error.

There is an extensive literature showing measurement problems account for missing growth in modern data. Modern price data overestimate inflation for several reasons and, as a result, we underestimate economic growth. The Boskin Commission (1996) showed that missing quality adjustments in modern CPI data causes inflation to be overestimated by 1 pp. Goolsbee and Klenow (2018) find that the bias is larger for newly emerging online products. Aghion et al. (2017) suggest that disappearing products introduce an upward bias in inflation and, therefore, a downward bias in economic growth. Similarly, this paper argues measurement problems account for the missing shortfall of economic activity during deflation.

The remainder of the paper is structured as follows. I first discuss the properties of the misclassification and deflator biases and potential remedies. Then, I discuss the properties of the misclassification error in 19th century price data using modern replications. These data then allow to consistently estimate economic activity during inflation and deflation periods in the 19th century.

---

3Consumer price indices for the 19th century are regarded as less accurate because retail price data is particularly scarce (see Hoover 1958).
The last section concludes.

2 Misclassification and deflator biases

Measurement errors in historical data are often regarded to attenuate the correlation between macroeconomic times series.\(^4\) The intuition follows from the attenuation bias: if the independent variable is measured with i.i.d. errors, the OLS estimate of the coefficient is biased towards zero (see Griliches 1986; Hausman 2001). This intuition fails in two ways when assessing the relationship between real activity and deflation. First, because the mismeasured independent variable is a binary dummy, the measurement errors are necessarily correlated with the true variable. Second, if the GDP deflator suffers from similar deficiencies as the price index used to classify deflation periods, the measurement errors of the dependent variable will be correlated with the measurement errors in the independent variable.

This section describes the properties of the misclassification and deflator biases both analytically and in a simulation exercise. I then propose various estimation approaches to recover the true relationship between real activity and deflation.

2.1 Measurement errors in real activity and inflation

How large was the average shortfall in real activity when prices were falling? How robust was real activity when prices were rising? I cast these questions in a linear regression model:\(^5\)

\[
y_t = \alpha + \beta d_t + \varepsilon_t ,
\]

where \(y_t\) represents real activity, \(d_t \equiv 1_{\{\pi_t < 0\}}\) a binary deflation indicator, and \(\varepsilon_t\) an i.i.d. error term. A negative \(\beta\) implies deflation is associated with a decline in real activity. A positive \(\alpha\) implies real activity is buoyant when prices are rising. \(\alpha + \beta\) measures average real activity when prices are falling.

If inflation and real activity are measured with error, we cannot consistently estimate Eq. (1) by OLS.

\(^4\)See, for example, Jordá et al. (2016): “We also confirm that consumption and investment are procyclical with output. This comovement seems to increase over time, potentially reflecting better measurement.”

\(^5\)See Borio et al. (2015), Eichengreen et al. (2016), Reinhart and Rogoff (2010), and Jordá et al. (2016) for historical studies showing descriptive statistics on various economic relationships that can be cast in this model.
Instead, we estimate:

\[ \tilde{y}_t = \alpha + \beta x_t + \epsilon_t \]  
\[ \epsilon_t = \varepsilon_t - \beta(x_t - d_t) + (\tilde{y}_t - y_t), \]

where \( \tilde{y}_t \) is an error-ridden measure of real activity, and \( x_t \equiv 1_{\{\tilde{\pi}_t < 0\}} \) is an erroneous binary indicator based on mismeasured inflation (\( \tilde{\pi}_t \)).

The error term (\( \epsilon_t \)) includes the measurement errors of real activity (\( \tilde{y}_t - y_t \)) and the classification errors (\( x_t - d_t \)). If these errors were i.i.d., the OLS estimate of \( \beta \) would suffer from the attenuation bias. However, the classification error is necessarily correlated with the true binary dummy \( d_t \) (see Aigner 1973). In addition, the error term is correlated with the erroneous binary dummy if the price index used to deflate real activity suffers from similar deficiencies as the index used to classify deflation.

2.2 Properties of the biases

To characterize the direction and size of the biases, I derive the probability limit of the OLS estimator analytically, and examine its properties in a simulation exercise.

The probability limit of the OLS estimator equals the difference in expectations, conditional on each outcome of the binary dummy (see Aigner 1973). Assuming the measurement errors in real activity are unrelated to the measurement errors in inflation:

\[ \text{plim} \hat{\alpha}_{ols} = E[\tilde{y}_t|x_t = 0] \]
\[ = \alpha + \beta P[d_t = 1|x_t = 0] \]
\[ \text{plim} \hat{\beta}_{ols} = E[\tilde{y}_t|x_t = 1] - E[\tilde{y}_t|x_t = 0] \]
\[ = \beta (1 - P[d_t = 0|x_t = 1] - P[d_t = 1|x_t = 0]). \]

If \( \beta < 0 \) we will underestimate real activity during inflationary periods (\( \text{plim} \hat{\alpha}_{ols} < \alpha \)). In addition, we will overestimate the short-fall in real activity during deflation (\( \text{plim} \hat{\beta}_{ols} > \beta \)). In other words,

---

6 Pakes (1982) shows that Wald-type estimators are generally biased if the underlying data are subject to error. In such estimators, we divide observations in groups with above and below median observations on the independent variable and then fit a line through the group means.
deflationary periods appear too benign, and inflationary periods less buoyant.

The bias becomes larger if the measurement errors in real activity are negatively correlated with the measurement errors in inflation. Suppose we measure nominal GDP growth without error \( n_t \). But, we use an error-ridden price index as a deflator. Measured real GDP growth then approximately equals \( \tilde{y}_t \approx n_t - \tilde{\pi}_t \). Therefore, the measurement errors of real GDP growth are negatively correlated with the measurement errors in inflation \( \tilde{y}_t - y_t = n_t - \tilde{\pi}_t - (n_t - \pi_t) = -(\tilde{\pi}_t - \pi_t) \). The probability limit of the OLS estimator then equals:

\[
\text{plim } \hat{\alpha}_{ols} = \alpha + \beta P[d_t = 1|x_t = 0] - E[\tilde{\pi}_t - \pi_t|x_t = 0] \\
\text{plim } \hat{\beta}_{ols} = \beta(1 - P[d_t = 0|x_t = 1] - P[d_t = 1|x_t = 0]) + E[\tilde{\pi}_t - \pi_t|x_t = 0] - E[\tilde{\pi}_t - \pi_t|x_t = 1].
\]

The bias becomes larger because \( E[\tilde{\pi}_t - \pi_t|x_t = 0] > 0 > E[\tilde{\pi}_t - \pi_t|x_t = 1] \). Intuitively, some inflationary (deflationary) periods are caused by positive (negative) measurement errors in inflation \( \tilde{\pi}_t - \pi_t \). These measurement errors at the same time lead to lower (higher) real GDP growth because of the error-ridden deflator.

To assess the properties and severity of the biases, I simulate the probability limit of \( \hat{\alpha}_{ols} \) and \( \hat{\beta}_{ols} \) assuming that the error-ridden inflation measure depends linearly on actual inflation, distorted by an i.i.d. error \( \omega_t \):

\[
\tilde{\pi}_t = \rho_0 + \rho_1 \pi_t + \omega_t,
\]

The functional form allows for a mismeasured intercept \( \rho_0 \) and slope \( \rho_1 \). In addition, the binary indicator depends on a threshold \( c \) \((x_t \equiv 1_{\{\tilde{\pi}_t < c\}})\). In the baseline, I examine the impact of i.i.d. measurement errors \( \rho_0 = 0, \rho_1 = 1, c = 0 \). I set the overall volatility of observed inflation to \( \sigma = \sqrt{\sigma_\pi^2 + \sigma_\omega^2} = 6 \), while varying the signal-to-noise ratio \( \sigma_\omega^2/\sigma_\pi^2 \) from 0 to 6. Then, I vary the threshold \( c = 5 \), the intercept \( \rho_0 = 5 \), and the slope parameter \( \rho_1 = 3 \). In addition, I examine the

---

7Allowing for i.i.d. measurement errors in nominal GDP would not alter the derivation of the probability limits.

8For 19th century inflation, the natural threshold is zero. However, some studies report averages conditional on categorical variables covering relatively rare events. Reinhart and Rogoff (2010), for example, calculate average GDP growth over long historical episodes and various advanced economies in bins of debt to GDP ratios of below 30%, 30% to 60%, 60% to 90% and above 90%.

9The overall volatility corresponds to inflation volatility in the 19th century U.S.
impact of correlated measurement errors in the dependent variable relative to the baseline by setting
\[ \tilde{y}_t - y_t = -(\tilde{\pi}_t - \pi_t) = -\omega_t. \]

Figure 1, panels (a) and (b) show the simulated probability limits, assuming measurement errors in real activity are unrelated to measurement errors in inflation. Panels (c) and (d) show the probability limit with correlated measurement errors. The horizontal dotted lines give the true values of the parameters.\(^{10}\)

Five observations emerge. First, the misclassification bias pushes the the probability limits of the coefficients in opposite directions (dashed lines in panels a and b).\(^{11}\) But the bias in \(\beta\) is larger in absolute size, so we will overestimate real activity during deflation. Second, the bias becomes larger when increasing the threshold \(c\) (solid line). Choosing a threshold that differs from the true unconditional average implies we classify a rare event. It therefore becomes more likely that the indicator misclassifies the event.\(^{12}\) Third, a mismeasured intercept exacerbates the bias (dashed-dotted line). If we systematically over- or underestimate inflation we will always misclassify some episodes. Therefore, this bias does not vanish completely even if we let the signal-to-noise ratio go to infinity. Fourth, increasing the slope coefficient reduces the misclassification bias (dotted line). A larger slope increases the probability that the indicator classifies an episode correctly. Fifth, if we allow for correlated measurement errors between the independent and dependent variables, the bias becomes larger (panels c and d). The probability limits are of the wrong sign, unless the signal-to-noise ratio becomes very large.

These results have implications for studies analyzing the link between deflation and real activity. For countries with more serious measurement problems, we are likely to underestimate (overestimate) real activity during inflation (deflation) episodes. Moreover, measurement errors in the mean biases the OLS estimate.\(^{13}\) This bias is likely relevant because, even today, we overestimate inflation because of technological progress, creative destruction, and product substitution (Boskin Commission 1996; Online Appendix C, Figure C.1., shows simulations for the growth during deflation \((\alpha + \beta)\).

\(^{10}\)Online Appendix C, Figure C.1., shows simulations for the growth during deflation \((\alpha + \beta).\)

\(^{11}\)Note that the misclassification bias in the baseline is larger than the attenuation bias with a continuous independent variable for signal-to-noise ratios larger than unity. Forming a binary indicator therefore exacerbates the bias if the measurement errors are more volatile than actual inflation. Data transformations, for example squaring a continuous regressor, often exacerbate the bias from measurement errors (see Griliches 1986). Kreider (2010) shows that with arbitrary forms of classification error moderate rates of misclassification can lead to even more serious biases.

\(^{12}\)The same phenomenon occurs in diagnosing rare illnesses. A small rate of false positives may imply that most of the positively tested individuals are in fact healthy.

\(^{13}\)This contrasts with the continuous case where the estimate of the slope coefficient is not affected by a mismeasured intercept (see Griliches 1986).
Notes: The figure shows the probability limit of the OLS estimator of $y_t = \alpha + \beta x_t + \epsilon_t$, where $x_t \equiv \mathbb{1}(\tilde{\pi}_t < c)$, as a function of the signal-to-noise ratio ($\sigma^2_\pi / \sigma^2_\omega$). The dotted horizontal lines give the true value of $\alpha = 1$ and $\beta = -1$. The error-ridden inflation rate depends linearly on the well-measured inflation rate ($\tilde{\pi}_t = \rho_0 + \rho_1 \pi_t + \omega_t$). The well-measured inflation rate ($\pi_t$) and the measurement errors ($\omega_t$) are assumed to be identically and independently normally distributed with zero mean. The baseline simulation assumes $c = 0$, $\rho_0 = 0$, $\rho_1 = 1$, and $\sigma = \sqrt{\sigma^2_\pi + \sigma^2_\omega} = 6$ (dashed line). The other simulations assume a larger threshold ($c = 5$), a larger intercept ($\rho_0 = 5$), and a larger slope ($\rho_1 = 3$). Panels (a) and (b) show the probability limit with uncorrelated measurement errors in the dependent variable (see Eq. 3). Panels (c) and (d) show the probability limit with negatively correlated measurement errors in the dependent variable (see Eq. 4).
Aghion et al. 2017; Goolsbee and Klenow 2018). Then, the bias is more pronounced if we examine rare events, for example, particularly severe deflations. The bias is mitigated, however, if we obtain an inflation measure that puts more weight on volatile, but well-measured, prices. This could be one reason for the different results found by Borio et al. (2015) using consumer prices and Eichengreen et al. (2016) using wholesale prices. Finally, the deflator bias strongly distorts the probability limit. This suggests that we should use real activity measures that are directly estimated in real terms, rather than using real GDP, which may suffer from correlated measurement errors through the deflator.

2.3 Bounds and consistent estimators

We can resolve the misclassification bias if we obtain a second binary indicator \( z_t \equiv 1_{\{\hat{\pi}_t < 0\}} \) based on a second error-ridden inflation rate \( \hat{\pi}_t \). This section outlines the estimators.\(^\text{14}\) I propose various strategies assuming that measurement errors in real activity and inflation are unrelated. To address the deflator bias, the empirical analysis uses various real activity measures, which are directly estimated in real terms.

2.3.1 Conditional independence

Kane et al. (1999) and Black et al. (2000) derive bounds for the true coefficient, assuming that the misclassification errors are independent conditional on the true deflation indicator. Black et al. (2000) show that the OLS estimate of \( \beta_{11} \) in:

\[
y_t = \alpha + \beta_{11} 1_{\{x_t=1,z_t=1\}} + \beta_{10} 1_{\{x_t=1,z_t=0\}} + \beta_{01} 1_{\{x_t=0,z_t=1\}} + \epsilon_t ,
\]

is closer to the true value of \( \beta \). If we obtain two independent signals that the price index declined, the probability of an erroneous classification is lower. The OLS estimate is still biased, however, because it is possible both indicators misclassify a period at the same time. Therefore, this approach yields an upper bound if \( \beta < 0 \).

In addition, we can use the second proxy as an instrumental variable (see Hausman 2001). Kane et al. (1999) emphasize that IV does not resolve the bias because the misclassification error is necessarily

\(^{14}\)See Online Appendix A for more details.
correlated with the true regressor. The probability limit of the IV estimator equals:

\[
\text{plim} \hat{\beta}_{IV} = \frac{\beta}{1 - P[x_t = 0|d_t = 1] - P[x_t = 1|d_t = 0]}
\]

IV yields a lower bound if \( \beta < 0 \) because the misclassification probabilities are zero or positive.

Finally, we can consistently estimate \( \alpha \) and \( \beta \) using GMM (see Kane et al. 1999; Black et al. 2000, and Online Appendix A). Note that we can estimate seven empirical moments from the data: three sampling fractions of the binary indicators, as well as, conditional means of the dependent variable for each of the four combinations of the binary indicators. From these empirical moments, we have to estimate seven parameters: two model coefficients, four misclassification rates, and the actual rate of deflation. Therefore, the model is just identified. Online Appendix A shows how to recover an estimate of the bias if we would only use one indicator, as a non-linear function of the underlying GMM estimates.

2.3.2 Conditional dependence

In the present application the conditional independence assumption is probably too strong.\(^\text{15}\) Many historical price indices suffer from the same deficiencies. I therefore propose a second identification strategy.

Without the conditional independence assumption, we have to identify nine parameters from seven empirical moments. Therefore, we have to impose two additional restrictions. I assume that the joint misclassification probabilities \( (P[x_t = 0, z_t = 0|d_t = 1], P[x_t = 1, z_t = 1|d_t = 0]) \) are known.\(^\text{16}\) When the measurement errors in the inflation data are only weakly correlated, these probabilities are small. To provide additional evidence on the size of these probabilities, the next section explores the properties of measurement errors in historical price data for the U.S. using modern replications.

\(^{15}\)The conditional independence assumption is often used in applications where the education level is reported in different surveys by the employer and the employee (see Black et al. 2000). Therefore, it is reasonable to assume that the respondents make independent reporting errors.

\(^{16}\)I would like to thank Bo Honoré for bringing this possibility to my attention.
3 Measurement errors in 19th century data

To consistently estimate the shortfall in real activity during deflation we need multiple deflation indicators, as well as, information on the joint misclassification probabilities. In addition, we need real activity data that is unrelated to the price indices used in the classification. This section presents such data for the U.S. and discusses the most important sources and properties of measurement errors.

3.1 CPI data

The first price index used in the empirical analysis is the composite CPI of Officer and Williamson (2016). The series likely represents the most accurate CPI at a given point in time. Nevertheless, the pre-20th century segments suffer from various methodological deficiencies.

Table 1 — Methodological deficiencies

<table>
<thead>
<tr>
<th>Deficiency</th>
<th>Source</th>
<th>Time span</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wholesale prices</td>
<td>David and Solar (1977)</td>
<td>1774-1851</td>
<td>Wholesale prices approximate retail prices before 1800</td>
</tr>
<tr>
<td>Geographical coverage</td>
<td>David and Solar (1977)</td>
<td>1774-1851</td>
<td>Prices for Philadelphia (before 1800) and prices paid by Vermont farmers (until 1851)</td>
</tr>
<tr>
<td>Sample size</td>
<td>Hoover (1960)</td>
<td>1851-1860</td>
<td>Weeks Report shows many missing observations and small number of individual price quotes</td>
</tr>
<tr>
<td></td>
<td>Long (1960)</td>
<td>1880-1890</td>
<td>Little information on retail prices for the entire decade after the Weeks Report ends</td>
</tr>
<tr>
<td>Reproduction cost</td>
<td>Lebergott (1964)</td>
<td>1860-1880</td>
<td>Rent approximated by prices of construction materials and wages of low-skilled workers</td>
</tr>
<tr>
<td>Few services</td>
<td>Lebergott (1964)</td>
<td>1860-1880</td>
<td></td>
</tr>
<tr>
<td>Linear interpolation</td>
<td>Long (1960)</td>
<td>1880-1890</td>
<td>Several items interpolated over the entire decade (particularly rent)</td>
</tr>
</tbody>
</table>

Notes: The time span represents the segment used in the composite CPI by Officer and Williamson (2016) reported in Officer (2014).

Table 1 gives an overview. Before 1800, David and Solar (1977) use wholesale prices to approximate prices at the retail stage. In addition, these prices stem from a limited geographical area, namely Philadelphia. After 1800, the price index is based on retail prices from Adams (1939). Limited geographical coverage remains an issue because these prices stem from farmers in Vermont. Afterwards, Hoover (1960) uses data from the Weeks (1886) Report, a retrospective survey covering
a wider geographical area and a broad range of retail products. Even the comprehensive Weeks Report, however, suffers from a relatively small number of individual price quotes. Hoover (1958) emphasizes retail price data are particularly scarce from 1880 to 1890, after the Weeks Report ends and before the U.S. Bureau of Labor Statistics starts to collect retail prices for food items. Therefore, Long (1960) approximates the prices of several items, rent for example, by a linear interpolation over the entire 1880s. Information on rent for housing is generally scarce. Lebergott (1964) constructs a reproduction cost index by equally weighing the cost of construction materials and wages for low-skilled workers. Finally, a general defect is the lack of service prices. For example, the indices by Lebergott (1964) and Hoover (1960) comprise only few service items: rent, shoe repairs, and physician fees.17

3.2 A new proxy

The second price index is a newly constructed proxy based on wholesale prices from Warren and Pearson (1933) and Hanes (1998). The proxy combines price indices for five commodity groups weighed by constant consumer expenditure weights (see Online Appendix B).18 Using wholesale prices has three advantages: The data stem from other sources and therefore the measurement errors of the two indicators are to some extent independent;19 the underlying data is accurate because the information stems from newspapers and company archives (see Hoover 1958); misclassification may be less severe because wholesale prices fluctuate more strongly than consumer prices.

The upper chart in Figure 2 shows 19th century inflation measured by the CPI and the proxy. The mean of the two series is identical (−0.2%). In addition, they display similar turning points and the correlation is sizeable (0.74). However, because the proxy uses wholesale prices, the standard deviation is higher compared to the CPI (9.9 compared to 6.2). Despite their high correlation, the two price series give a different classification of inflation or deflation in 29% of the observations.

17Similar issues plague CPI estimates well into the 20th century. The U.S. CPI was published on a monthly basis since 1940; even then, many service prices were still collected quarterly. Before, the CPI was only published for irregular intervals or even only for December. From 1913-1921, the BLS retrospectively estimated a monthly CPI, interpolating prices for many items that were not collected monthly (see Officer 2014).
18The proxy covers more than 70% of a 19th century consumption basket. The most important missing item is rent (18% of the consumption basket).
19Ideally, the errors of the CPI and the proxy are independent. A necessary condition is that the underlying data sources differ, which is the case for most of the 19th century. In Online Appendix B, I show that this is indeed the case for most of the 19th century.
Figure 2 — CPI inflation, proxy, and modern replications

Notes: The proxy combines wholesale and producer price indices with consumer expenditure weights from Hoover (1960) for the 19th century, as well as CPI weights for 2017 from the BLS for the post-WWII period. CPI inflation stems from Officer and Williamson (2016). The replication uses modern data to reconstruct the 19th century CPI by Hoover (1960).
3.3 Evidence from modern replications

Despite distinct data sources, the measurement errors affecting the CPI and the proxy are likely to be correlated because both indices suffer from similar deficiencies. For example, information on services is scarce in both price indices. If this is the case, the conditional independence assumption is violated. Although we cannot directly test this assumption, we can replicate the proxy and the retrospective estimate of CPI inflation using modern data. Because we observe both, the erroneous as well as the well-measured series, we can gauge the joint misclassification rates and the correlation between measurement errors.\(^{20}\)

I replicate the 19th century CPI by Hoover (1960) using modern data for the period 1960-2017 (Online Appendix B provides a detailed description). In addition, I construct the wholesale price proxy for the post-WWII era using modern PPI data from the U.S. Bureau of Labor Statistics. The lower chart in Figure 2 shows that the proxy is correlated with post-WWII CPI inflation and reflects major up- and downturns. Mirroring the 19th century data, the proxy is more volatile than the actual CPI inflation and the replication. The modern replication, however, understates the importance of measurement errors for two reasons. The Hoover (1960) consumption basket covers a wide range of expenditure items. Other segments are likely affected by more serious measurement errors because they cover fewer items. Moreover, the post-WWII data are based on comprehensive surveys and are therefore more accurately measured than their historical counterparts. For example, the number of observations in modern price data is larger and therefore sampling error substantially smaller (see Online Appendix B for a discussion).

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Mean</th>
<th>St. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI</td>
<td>3.82</td>
<td>2.82</td>
<td>−0.36</td>
<td>13.55</td>
</tr>
<tr>
<td>Proxy</td>
<td>3.07</td>
<td>4.50</td>
<td>−6.97</td>
<td>17.75</td>
</tr>
<tr>
<td>Replication</td>
<td>3.47</td>
<td>2.20</td>
<td>−1.84</td>
<td>10.62</td>
</tr>
<tr>
<td>CPI-replication</td>
<td>0.35</td>
<td>1.14</td>
<td>−1.63</td>
<td>3.37</td>
</tr>
<tr>
<td>CPI-proxy</td>
<td>0.75</td>
<td>3.11</td>
<td>−9.35</td>
<td>6.61</td>
</tr>
</tbody>
</table>

Notes: Inflation rates measured in percent, differences measured in percentage points. All statistics calculated using annual data from 1960-2017.

Table 2 shows descriptive statistics of the various inflation measures, as well as for the corresponding

\(^{20}\)That the modern CPI is measured without error is not exactly right. The Boskin Commission (1996) shows that the CPI may underestimate actual CPI inflation because of neglected changes in quality and product substitution (see Goolsbee and Klenow 2018, for a more recent study). However, the sampling error in modern CPIs is small (see Shoemaker 2014).
errors, from 1960–2017. The errors are on average positive, suggesting that the proxy and replication on average underestimate inflation. The standard deviation of CPI inflation amounts to 2.8. Meanwhile, the standard deviation of the errors ranges from 1.1–3.1. Therefore, the signal-to-noise ratio ranges from 0.8–6.1. Even for a relatively high signal to noise ratio, Figure 1 suggests we may find a relevant bias.

Table 3 — Properties of measurement errors (1960-2017)

<table>
<thead>
<tr>
<th></th>
<th>Replication</th>
<th>Proxy</th>
<th>CPI-replication</th>
<th>CPI-proxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI</td>
<td>0.72***</td>
<td>1.17***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI-proxy</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI-replication</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.98)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI-proxy (t-1)</td>
<td>−0.15****</td>
<td>0.34***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI-replication (t-1)</td>
<td>0.73***</td>
<td>−0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.91)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.71***</td>
<td>−1.38**</td>
<td>0.15</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(0.63)</td>
<td>(0.13)</td>
<td>(0.41)</td>
</tr>
<tr>
<td>N</td>
<td>57</td>
<td>57</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td>R²</td>
<td>0.86</td>
<td>0.53</td>
<td>0.60</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Notes: Linear regressions of the replication and the proxy on the CPI (first and second columns). Regressions of the measurement errors of the replication and the proxy on current and lagged values of the measurement errors (third and fourth columns). The measurement errors are calculated as the difference between actual inflation and the error-ridden inflation rates. HAC-robust standard errors are given in parentheses. Coefficients with superscripts ***, **, * are statistically significant at the 1%, 5%, 10% level.

Table 3 provides regression results to show how the proxy and replication relate to actual inflation and whether the measurement errors are i.i.d. The first two columns regress the two error-ridden measures of inflation on actual CPI inflation, in line with the functional form assumed in the simulation exercise (see Eq. 5). For the replication, the slope is smaller than one and the constant positive. Therefore, the measurement errors are not of the classical type, which would require that the slope is one and the constant is zero. Meanwhile, the R² is relatively high (0.86) suggesting that the variance of the remaining measurement errors is low. For the proxy, the opposite pattern emerges. The slope is larger than one—although the difference is not statistically significant—, the constant significantly negative, and the R² is lower than for the replication. The third and fourth
columns show that the measurement errors are not i.i.d. The error of the replication is significantly related to its own lag and also related to past errors of the proxy.

Table 4 — Misclassification rates

<table>
<thead>
<tr>
<th></th>
<th>Replication</th>
<th>Proxy</th>
<th>Product</th>
<th>Joint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>d</em> = 1</td>
<td><em>d</em> = 0</td>
<td><em>d</em> = 1</td>
<td><em>d</em> = 0</td>
</tr>
<tr>
<td>1960-2017 zero threshold</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.12</td>
</tr>
<tr>
<td>1960-2017 higher threshold</td>
<td>0.22</td>
<td>0.20</td>
<td>0.27</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Notes: Misclassification rates based on actual CPI inflation, the replication, and the proxy. Each panel comprises rates of misclassifying deflationary (\(P[x_t = 0|d_t = 1]\)) and inflationary (\(P[x_t = 1|d_t = 0]\)) periods. The third panel gives the product of the misclassification rates for the replication and the proxy, which would correspond to the joint misclassification rate if the two indicators would be conditionally independent (i.e. \(P[x_t = 1, z_t = 1|d_t = 0]\) = \(P[x_t = 1|d_t = 0]\)\(P[z_t = 1|d_t = 0]\)). The last panel gives the joint misclassification rates. The second and third row vary the threshold (average inflation instead of 0) and the sample period.

Table 4 provides misclassification rates for the replication and the proxy to gauge whether conditional independence is a reasonable assumption, and, how likely the proxy and the CPI replication misclassify an inflationary or deflationary episode. Because the inflation mean affects misclassification rates, and because the inflation mean was substantially lower during the 19th century, the table also shows results for a higher threshold set to the unconditional mean of CPI inflation.

For the entire sample, the replication never misclassifies deflation periods and hardly misclassifies inflation periods. The proxy is less accurate: it misclassifies 12% of inflation periods. The third panel in Table 4 shows the product of the individual misclassification rates, which should be equal to the joint misclassification rates if the indicators are conditionally independent. For the entire sample, the product and joint misclassification rates are close to zero and hardly differ.

These results are not surprising because inflation was relatively high during this sample period and the replication is less volatile than actual CPI inflation. Therefore, the second row shows misclassification rates with a threshold set to the unconditional mean of well-measured inflation. The individual misclassification rates rise to between 20% and 40% for the proxy and the replication. By contrast, the joint misclassification rates amount only to 11% (deflation) and 20% (inflation). This confirms our intuition that exploiting the information from two error-ridden indicators mitigates the misclassification bias. We also see, however, that under the conditional independence assumption, these rates should be even lower at 6% (deflation) and 8% (inflation).
3.4 Real activity data

The choice of real activity data matters because of the deflator bias. I therefore proceed in three steps. First, I use U.S. industrial production from Davis (2004). His series is a quantity-based measure directly estimated in real terms. This measure is therefore not affected by measurement errors in price indices. Second, I use various real activity measures for the U.K. because historical data for the U.K. is arguably of better quality than for other countries. Third, I extend the analysis using GDP growth for eleven countries. Because measurement problems vary across countries these estimates are affected by the deflator bias to varying degrees.

4 The cost of deflation revisited

Table 5 provides estimates of average industrial production growth during periods with rising prices ($\alpha$), the average shortfall during periods with falling prices ($\beta$), and the average growth with falling prices ($\alpha + \beta$). The first column uses the CPI by Officer and Williamson (2016). According to this classification, industrial production growth amounted to 6.5% during inflationary periods. During deflation, growth was not statistically significantly lower. Indeed, growth during deflation amounts to a robust 4.5%. Because the CPI is likely measured with error, these estimates provide an upper bound for the negative association of economic growth and deflation.

The second to fourth columns provide bounds and point estimates with the CPI and the proxy, assuming the binary indicators are conditionally independent. The shortfall in industrial production growth during deflation becomes more pronounced. The point estimate suggests a statistically significant shortfall of $-4.5$ pp. Moreover, the bounds suggest the actual coefficient lies between $-4.4$ pp and $-9.7$ pp. The last column relaxes the conditional independence assumption assuming the joint misclassification rates equal 15%. The shortfall during deflation becomes even larger ($-7.6$ pp).

It is worth emphasizing the classification error does not bias the unconditional mean of industrial production growth. It only changes how we allocate growth to periods with rising and falling prices.

---

21 Even U.S. real GDP may not be strongly affected by the deflator bias. As Johnston and Williamson (2019) note, actual estimates are available only for decennial benchmark years. In between the annual real GDP figures rely heavily on the industrial production index by Davis (2004). Therefore, the deflator bias may mostly affect the benchmark years, but not the other periods.

22 The data sources are described in Online Appendix B.
Table 5 — U.S. industrial production growth during inflation and deflation (1800–1899)

<table>
<thead>
<tr>
<th>Model parameters:</th>
<th>Baseline</th>
<th>Cond. independence</th>
<th>Cond. dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = E[y</td>
<td>\pi &gt; 0] )</td>
<td>6.51***</td>
<td>7.80***</td>
</tr>
<tr>
<td></td>
<td>(1.02)</td>
<td>(1.07)</td>
<td>(1.96)</td>
</tr>
<tr>
<td>( \beta = E[y</td>
<td>\pi &lt; 0] - E[y</td>
<td>\pi &gt; 0] )</td>
<td>-2.06</td>
</tr>
<tr>
<td></td>
<td>(1.49)</td>
<td>(1.64)</td>
<td>(2.35)</td>
</tr>
<tr>
<td>( \alpha + \beta = E[y</td>
<td>\pi &lt; 0] )</td>
<td>4.45***</td>
<td>3.32***</td>
</tr>
<tr>
<td></td>
<td>(1.01)</td>
<td>(1.07)</td>
<td>(1.23)</td>
</tr>
<tr>
<td>( P[\pi &lt; 0] )</td>
<td>0.51***</td>
<td>0.56***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.14)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bias estimates:</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{plim}\hat{\alpha} - \alpha )</td>
<td>-1.28</td>
<td>-2.84*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.94)</td>
<td>(1.58)</td>
<td></td>
</tr>
<tr>
<td>( \text{plim}\hat{\beta} - \beta )</td>
<td>1.41**</td>
<td>3.15**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.64)</td>
<td>(1.49)</td>
<td></td>
</tr>
<tr>
<td>( \text{plim}\hat{\alpha} + \hat{\beta} - \alpha - \beta )</td>
<td>1.13</td>
<td>2.33**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.75)</td>
<td>(1.00)</td>
<td></td>
</tr>
</tbody>
</table>

| \( N \)  | 100  | 100  | 100  | 100  | 100  |
| Bound    | Upper| Upper| Point| Lower| Point|
| Method   | OLS  | OLS  | GMM  | IV   | GMM  |
| Indicator| CPI  | CPI, proxy | CPI, proxy | CPI, proxy |

Notes: Model: \( y_t = \alpha + \beta x_t + \epsilon_t \) where \( x_t \equiv 1\{\tilde{\pi}_t < 0\} \). Model parameters: Mean growth rate during inflation \( \alpha \); shortfall during deflation \( \beta \); mean growth rate during deflation \( \alpha + \beta \); probability of deflation \( P[\pi < 0] \). Bias estimates: Bias if we would only use the CPI; calculated based on the underlying GMM estimates, with standard errors computed using the delta method. Baseline: OLS estimates using the CPI. Conditional independence: Bounds and a point estimates using the CPI and proxy, assuming conditional independence. Conditional dependence: Point estimates using the CPI and proxy, assuming the joint misclassification probabilities equal 0.15. HAC-robust standard errors are given in parentheses. ***, **, * denotes significance at the 1%, 5%, 10% level.
as well as, the share of deflation periods. Therefore, it is possible deflationary periods were, on average, still associated with robust growth. The mean growth rate during deflation declines when controlling for measurement errors. In no specification, however, is the growth rate significantly negative.

Are these biases statistically significant? Although we cannot directly compare the standard errors across models, GMM allows to estimate the bias as a non-linear function of the underlying coefficients. The lower panel shows the bias estimates if we would only use the CPI. Under the conditional independence assumption, the shortfall in real activity is significantly biased by 1.4 pp. Allowing for conditional dependence we additionally find significant biases in the growth rate during inflation (−2.8 pp, 10% level), and the growth rate during deflation (2.3 pp, 5% level). Therefore, accounting for measurement errors yields a statistically and economically different assessment of the relationship between real activity and deflation.

Analyzing the U.S. has the drawback that the country was little developed during the 19th century. Data is therefore necessarily scarce and the economy tilted towards agriculture. I therefore examine other countries as well. Using data for the U.K. has the advantage that various estimates of real activity exist. In addition, it is possible to use a second price index as a proxy. Table 6 shows the change in various real activity measures during deflationary episodes. We find an increase in the unemployment rate, as well as declines in consumption, investment, and industrial production growth. In all specifications, the coefficients become larger in absolute size when exploiting a second deflation indicator.

The results suggest deflationary periods were associated with a relevant decline in economic activity. Why do these results differ from existing studies? First, I analyse a different sample period. But the results stay qualitatively similar when focusing on various subsamples, although the coefficients are less precisely estimated before 1870. Second, other studies examined the link between inflation and real activity using GDP growth. But I find a significant decline in real U.S. GDP growth as well. Finally, GDP data for other countries may be more affected by measurement problems in the GDP

---

23 See Online Appendix A for a derivation.
24 A detailed examination of the quality of the data, along the lines of the previous exercise for the U.S., is beyond the scope of this paper. I therefore assume the same misclassification rates as for the U.S.
25 See Online Appendix C.
26 See Online Appendix C.
Table 6 — Change in U.K. economic activity during deflation (1830-1899)

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Cond. independence</th>
<th>Cond. dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial production growth</td>
<td>-1.42(1.06)</td>
<td>-2.82*** (1.36)</td>
<td>-3.36** (1.54)</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>2.03*** (0.55)</td>
<td>2.27*** (0.62)</td>
<td>2.72*** (0.81)</td>
</tr>
<tr>
<td>Consumption growth</td>
<td>-1.05** (0.45)</td>
<td>-1.40** (0.57)</td>
<td>-1.55** (0.69)</td>
</tr>
<tr>
<td>Investment growth</td>
<td>-7.15** (3.62)</td>
<td>-10.58** (4.74)</td>
<td>-11.95** (5.56)</td>
</tr>
</tbody>
</table>

N 70 70 70 70 70

Bound Upper Upper Point Lower Point
Method OLS OLS GMM IV GMM
Indicator CPI CPI, proxy CPI, proxy CPI, proxy CPI, proxy

Notes: Model: \( y_t = \alpha + \beta x_t + \epsilon_t \) where \( x_t \equiv 1_{\{\pi_t < 0\}} \). Model parameters: Change in economic activity during deflation \( \beta \). Baseline: OLS estimates using the CPI. Conditional independence: Bounds and a point estimates using the CPI and proxy, assuming conditional independence. Conditional dependence: Point estimates using the CPI and proxy, assuming the joint misclassification probabilities equal 0.15. HAC-robust standard errors are given in parentheses. ***, **, * denotes significance at the 1%, 5%, 10% level.

deflator. If this is the case, we expect to find a weaker, or even positive, link between deflation and real GDP growth for countries with more serious measurement problems. In what follows, I provide cross-country evidence in line with this interpretation.\(^{27}\)

Figure 3 panel (a) shows the estimated OLS coefficients using GDP per capita growth for eleven countries.\(^{28}\) A heterogeneous picture emerges. GDP growth is higher during deflation periods for Portugal, Finland, Switzerland, and Spain. Meanwhile, there is a negative association for the U.S., U.K., and Sweden. We also see that for countries with a high \( \beta \), the estimate of \( \alpha \) tends to be low.

Against the backdrop of the simulations in Figure 1, this pattern may be caused by more serious measurement errors pushing the probability limit of the two coefficients in opposite directions. In other words, a mismeasured GDP deflator may be a more serious problem for Portugal and Switzerland than for the U.K. or the U.S.

Panel (b) shows the relationship between the volatility of inflation and real GDP growth. The variance is computed relative to the variance in the U.K., assuming that U.K. inflation and GDP growth are relatively well measured. If the same measurement errors appear in the CPI and the

---

\(^{27}\)It is beyond the scope of the paper to judge the quality of the data for all these countries. At least for Switzerland there is evidence that 19th century CPI data are only rough estimates (see Ritzmann and David 2012). These estimates often use wholesale prices, cover a limited geographical area, and are very noisy (see Studer and Schuppli 2008; Kaufmann 2019).

\(^{28}\)I am very grateful to an anonymous referee for providing these data.
Figure 3 — Volatility of historical data and OLS estimates

(a) OLS estimates

(b) Variance in CPI inflation and real GDP growth

(c) Variance CPI inflation and OLS estimates

(d) Variance real GDP growth and OLS estimates

Notes: Model: \( y_t = \alpha + \beta x_t + \epsilon_t \) where \( x_t \equiv 1_{\{\tilde{\pi}_t < 0\}} \). Panel (a): real GDP growth during inflation (\( \alpha \)) and shortfall during deflation (\( \beta \)), with HAC-robust 95% confidence intervals. Panel (b): Relationship between the volatility of inflation and GDP growth. Panels (c)-(d): Relationship between the volatility of macroeconomic data and the OLS estimate of shortfall during deflation (\( \beta \)). All volatilities normalized by the volatility of U.K. data.
deflator, we would expect the volatility of CPI inflation and real GDP growth to be positively correlated across countries. Indeed, there is a positive relationship between the two.

In addition, we would expect countries with more volatile measurement errors, and therefore more volatile inflation and GDP growth, to exhibit the largest distortion in the estimates. Panels (c) and (d) shows that there is a significant relationship between the shortfall during deflation (\(\beta\)) and the variance in GDP growth. Meanwhile, the correlation is only significant at the 10% level for the variance of CPI inflation. If we would exclude Sweden, which seems to be an outlier, the relationship would be clearly statistically significant.29

We can ask in addition whether the increases in GDP growth we find for some countries can be reproduced with reasonable assumptions on the volatility of the measurement errors. First, I construct an error-ridden GDP measure for the 19th century U.S., deflating nominal GDP with the CPI and the proxy.30 This mimicks nominal GDP is deflated by an error-ridden CPI based on wholesale prices (see e.g. Studer and Schuppli 2008; Kaufmann 2019; HSSO 2012, for Switzerland). Second, I simulate data calibrated to match the volatility of GDP growth, inflation, and measurement errors using the modern U.S. replications.31

The results are shown in Table 7. If we use the U.S. CPI as a deflator, the results remain qualitatively unchanged. This does not come as a surprise because many of the same data sources are used for constructing the CPI and the GDP deflator, and real GDP growth in the U.S. relies heavily on industrial production by Davis (2004). If we use the proxy as a deflator we find a significantly positive association between deflation and real GDP growth, at least when exploiting multiple indicators.32

The simulation exercise confirms these results qualitatively. The true coefficients are set to \(\alpha = 3\) and \(\beta = -1\). We see that i.i.d. measurement errors in GDP growth only increase the standard errors. But,

---

29See Online Appendix C.
30See Online Appendix B, Figure B.2.
31I assume \(\alpha \approx 3\) and \(\beta \approx -1\) and set the standard deviation of inflation to 2.8 (see Table 2). I then construct the deflation dummy based on the simulated inflation series. I choose the variance of the residual \(\epsilon_t\) in such a way that \(y_t = \alpha + \beta x_t + \epsilon_t\) matches the volatility of real GDP growth. Nominal GDP growth is then given by the sum of real GDP growth and inflation. Finally, I simulate three independent measurement error series using the mean and volatility of the last line in Table 2. This provides a simulation with serious measurement problems. I then simulate three error-ridden measures of real GDP. One adds the measurement errors to real GDP directly, introducing i.i.d. measurement errors in the dependent variable. The other two are added to inflation, which is then used to construct the erroneous indicators and deflate well-measured nominal GDP.
32That multiple indicators exacerbate the bias if the measurement errors are correlated is in line with additional cross-country evidence reported in Online Appendix C. For some of the countries it was possible to assemble a second price measure. The relationship between the OLS coefficients and the volatility of real GDP growth and inflation becomes more pronounced.
Table 7 — The role of the GDP deflator

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Cond. independence</th>
<th>Cond. dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>U.S. NGDP/CPI:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \alpha = E[y</td>
<td>\pi &gt; 0] ]</td>
<td>4.97***</td>
<td>5.54***</td>
</tr>
<tr>
<td></td>
<td>(0.55)</td>
<td>(0.62)</td>
<td>(1.04)</td>
</tr>
<tr>
<td>[ \beta = E[y</td>
<td>\pi &lt; 0] - E[y</td>
<td>\pi &gt; 0] ]</td>
<td>-1.25</td>
</tr>
<tr>
<td></td>
<td>(0.87)</td>
<td>(0.89)</td>
<td>(1.94)</td>
</tr>
<tr>
<td><strong>U.S. NGDP/proxy:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \alpha = E[y</td>
<td>\pi &gt; 0] ]</td>
<td>5.41***</td>
<td>1.76**</td>
</tr>
<tr>
<td></td>
<td>(0.96)</td>
<td>(0.81)</td>
<td>(2.53)</td>
</tr>
<tr>
<td>[ \beta = E[y</td>
<td>\pi &lt; 0] - E[y</td>
<td>\pi &gt; 0] ]</td>
<td>-1.05</td>
</tr>
<tr>
<td></td>
<td>(1.46)</td>
<td>(1.34)</td>
<td>(5.16)</td>
</tr>
<tr>
<td><strong>Simulation:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \alpha = E[y</td>
<td>\pi &gt; 0] ]</td>
<td>2.76***</td>
<td>2.88***</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.12)</td>
<td>(0.24)</td>
</tr>
<tr>
<td>[ \beta = E[y</td>
<td>\pi &lt; 0] - E[y</td>
<td>\pi &gt; 0] ]</td>
<td>-0.53**</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.15)</td>
<td>(0.41)</td>
</tr>
<tr>
<td><strong>Simulation GDP+i.i.d. error:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \alpha = E[y</td>
<td>\pi &gt; 0] ]</td>
<td>2.38***</td>
<td>2.44***</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.22)</td>
<td>(0.41)</td>
</tr>
<tr>
<td>[ \beta = E[y</td>
<td>\pi &lt; 0] - E[y</td>
<td>\pi &gt; 0] ]</td>
<td>-0.49**</td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(0.28)</td>
<td>(0.72)</td>
</tr>
<tr>
<td><strong>Simulation NGDP/proxy:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \alpha = E[y</td>
<td>\pi &gt; 0] ]</td>
<td>1.22***</td>
<td>1.73***</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.20)</td>
<td>(0.45)</td>
</tr>
<tr>
<td>[ \beta = E[y</td>
<td>\pi &lt; 0] - E[y</td>
<td>\pi &gt; 0] ]</td>
<td>2.88***</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.26)</td>
<td>(0.79)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bound</th>
<th>Upper</th>
<th>Upper</th>
<th>Point</th>
<th>Lower</th>
<th>Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>OLS</td>
<td>OLS</td>
<td>GMM</td>
<td>IV</td>
<td>GMM</td>
</tr>
<tr>
<td>Indicator</td>
<td>CPI</td>
<td>CPI, proxy</td>
<td>CPI, proxy</td>
<td>CPI, proxy</td>
<td>CPI, proxy</td>
</tr>
</tbody>
</table>

Notes: Model: \( y_t = \alpha + \beta x_t + \epsilon_t \) where \( x_t = 1_{(\pi_t < 0)} \). The first two specifications use U.S. GDP growth deflated by either the CPI or the proxy. The estimation sample ranges from 1800–1899. The remaining specifications use 1,000 simulated observations under different assumptions on the measurement errors. Model parameters: Mean growth rate during inflation \( \alpha \); shortfall during deflation \( \beta \). Baseline: OLS estimates using the CPI. Conditional independence: Bounds and a point estimates using the CPI and proxy, assuming conditional independence. Conditional dependence: Point estimates using the CPI and proxy, assuming the joint misclassification probabilities equal 0.15 (0.1 for simulated data). HAC-robust standard errors are given in parentheses. ***,**,* denotes significance at the 1%, 5%, 10% level.
if we use the error-ridden indicator to deflate well-measured nominal GDP, the coefficients switch sign and are of the same magnitude as those we find for Switzerland, Finland, and Spain.

### 4.1 Robustness

I conducted a range of robustness tests using U.S. data, which are shown in Online Appendix D.

The literature suggests asset price declines matter more than CPI deflation (see e.g. Borio et al. 2015). In addition, frequent banking crises may cause deflation. Jalil (2015) shows that the U.S. price level declined significantly after major banking panics. Banking crises may also be a consequence of tight monetary policy and deflation (see e.g. Friedman and Schwartz 1963, p. 108). I therefore add dummies for stock price declines, banking crises, and money slowdowns. Controlling for additional covariates leaves the association between deflation and real activity intact. The bounds, as well as the GMM point estimates, suggest deflation is associated with significantly lower industrial production growth.

The results are robust when taking into account more than two deflation indicators. I obtained an alternative price index by Falkner from 1840–1891 (Aldrich Report 1893, p. 93). This price index is not included in the composite CPI by Officer and Williamson (2016) because of its many deficiencies. The individual estimates suggest a shortfall in industrial production growth of $-2.1$ pp to $-5.1$ pp. The estimate is not statistically significant using only the Falkner index. Combining two indicators always yields significantly negative association. If we use all three indicators, we find an upper bound for the shortfall in industrial production growth of $-5.5$ pp. This suggests using the Falkner index instead of our proxy yields qualitatively similar results.

I also varied the definition of the deflation classification to take into account some deflationary periods may be more harmful than others (see Bordo and Filardo 2005). When estimating the association for severe deflations, that is, price declines of more than 3%, the OLS estimate becomes more negative and statistically significant. The conservative upper bound still suggests industrial production growth declines at least by 1 pp more. The results are also robust when focusing on persistent deflations of two or more years. The OLS estimate amounts to about $-1.6$ pp and is not

---

33 When adding covariates the model is over-identified so that we can test the assumptions underlying the model (see Online Appendix A). We do not reject the over-identifying restrictions in any of the specifications.

34 Falkner applies consumer expenditure weights to wholesale prices. Note, however, that he uses different data sources than included in the proxy. There is a small overlap for five fruit items with the index by Hoover (1960).

35 See Hoover (1960) and Long (1960) for a description of the most important deficiencies.
statistically significant. After accounting for measurement errors, we find a significant shortfall in industrial production growth of between $-3.9$ pp and $-6.9$ pp.

To test whether the results depend on our assumptions for the joint misclassification rates I estimate the model for all combinations of the joint probability of misclassifying inflation and deflation, respectively, between $0\%$ and $15\%$ in steps of $5\%$. For most combinations, we find a statistically significant shortfall during deflation. In addition, the bias is usually statistically significantly different from zero.

The estimators assume that the error term is i.i.d. If this assumption is violated the GMM estimate is biased (see Cosslett and Lee 1985). Black et al. (2000) suggest that the bounding strategy still works if the measurement errors are uncorrelated with other covariates. I therefore provide OLS estimates controlling for one lag of the dependent variable. The results do not change because U.S. industrial production growth shows little persistence during the 19th century.

5 Conclusion

Many empirical studies using 19th century data find no significant link between real economic activity and deflation. This is possibly because deflations were benign, short-lived, or a consequence of beneficial advances in productivity. This paper proposes an additional explanation: measurement problems in historical price data.

Is deflation costly after all? This paper suggests deflation is at least more costly than we thought. Although the results cannot directly be extrapolated to the present, the findings have implications for today: The 19th century evidence does not lead to the conclusion that policy makers’ fear of deflation should be dismissed.

In addition, the findings have implications for an increasing number of studies using historical cross-country data (see e.g. Reinhart and Rogoff 2010; Schularick and Taylor 2012; Jordá et al. 2016; Baker et al. 2018). Importantly, adding an additional country may distort the results if the data quality is poor. In addition, if measurement problems are common across multiple series, the biases are difficult to anticipate without detailed knowledge of the underlying data. In fact, these biases may well offset the gains in terms of more efficient estimates.
Whether measurement errors in historical price data distort structural analyses remains an open question. Accurately estimating reduced-form correlations, however, is a first step towards improving our understanding of the 19th century economy. Examining the impact of measurement errors in price data on structural analysis, for example along the lines of Bayoumi and Eichengreen (1996), Bordo and Redish (2004) and Beckworth (2007), would be an interesting avenue for future research.
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